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Abstract A dynamic-thermodynamic sea ice model has
been coupled to a three-dimensional ocean general cir-
culation model for the purpose of conducting ocean
climate dynamical downscaling experiments for the Ba-
rents Sea region. To assess model performance and
suitability for such an application, the coupled model
has been used to conduct a hindcast for the period 1990—
2002. A comparison with available observations shows
that the model successfully tracks seasonal and inter-
annual variability in the ocean temperature field and
that the simulated horizontal and vertical distribution of
temperature are in good agreement with observations.
The model results follow the seasonal and inter-annual
variability in sea ice cover in the region, with the
exception that the model results show too much ice
melting in the northern Barents Sea during summer. The
spatial distribution of the winter simulated sea ice cover
is in close agreement with observations. Modelled tem-
peratures and ice concentrations in the central Barents
Sea are biased too high and too low, respectively. The
probable cause is too high inflow of Atlantic Water into
the Barents. The seasonal and inter-annual fluctuations
in temperature and sea ice cover in the central Barents
are, however, in excellent agreement with observations.
Salt release during the freezing process in the numerical
simulation exhibits considerable inter-annual variability
and tends to vary in an opposite manner to the net in-
flow volume flux at the western entrance of the Barents
Sea. Overall, the model produces realistic ice-ocean
seasonal and inter-annual variability and should prove
to be a useful tool for dynamical downscaling applica-
tions.
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1 Introduction

A regional coupled ice-ocean model will be used to study
future climate change scenarios in the Barents Sea based
on results from the global Bergen Climate Model
(Furevik et al. 2003). However, before future regional
climate regimes can be simulated, it is necessary to
demonstrate that the downscaling model can reproduce
current climate conditions with realistic seasonal and
inter-annual variability, which is the main goal of this
paper.

The Barents Sea (Figs. 1, 2), linking the Nordic Seas
with the Arctic Ocean, is an important fisheries region
(Sakshaug et al. 1994). The climate variability of the
Barents Sea has a strong influence on reproduction,
recruitment (S@tersdal and Loeng 1987; Ellertsen et al.
1989), growth and distribution (Nakken and Raknes
1987; Michalsen et al. 1998) of fish species in the region.
To address the implications of future climate change on
the Barents Sea region, an ocean climate dynamical
downscaling exercise has been initiated as part of the
Research Council of Norway’s RegClim (Regional Cli-
mate development under global warming) programme.
Dynamical downscaling is the production of high tem-
poral and spatial resolution climate forecasts using re-
gional models to ‘downscale’ coarsely resolved global
climate model results.

Section 2 provides a description of the coupled ice-
ocean model together with the configuration of the
large-area (basin-scale) and nested (regional-scale)
models. The boundary and initial conditions are defined
and the surface forcing fields used in the models are
discussed. Section 3 contains the results of the validation
of the regional model against observations. Compari-
sons of model results with satellite imagery, hydro-



Fig. 1 Barents Sea regional
model domain showing the
location of sections: F
(Fugloya-Bjerneya), K (Kola),
V (Varde North), S
(Spitzbergen Bank) and N
(West Novaya Zemlya)

Fig. 2 Large-area model
domain showing the location of
the nested Barents Sea regional
model domain

graphic sections and spatially integrated time series are
provided. Section 4 offers examples of the results of ice—
ocean interaction in the Barents Sea. Brine formation
and meltwater production are illustrated and discussed.

Finally, the paper concludes in Sect. 5 with a summary
and discussion of results.



2 The ice-ocean model

Several model studies of circulation in the Barents Sea
region have been carried out over the past decade or so,
including those of (Adlandsvik and Loeng 1991; Stole-
hansen and Slagstad 1991; Harms 1992; Loeng et al.
1997; Harms 1997; Adlandsvik and Hansen 1998; Asplin
et al. 1998; Ingvaldsen et al. 2004a; Maslowski et al.
2004). The current study is based on a new ice-ocean
model system run at high spatial resolution for a multi-
year simulation validated against available observations.

2.1 The ocean model component

The ocean model component is based on Regional
Ocean Modelling System (ROMS) version 2.1. ROMS is
a three-dimensional baroclinic general ocean model, the
development of which is described in a series of papers
(Song and Haidvogel 1994; Haidvogel and Beckmann
1999; Haidvogel et al. 2000; Shchepetkin and McWil-
liams 2003). ROMS uses a topography-following coor-
dinate system in the vertical that permits enhanced
resolution near the surface and bottom (Song and Hai-
dvogel 1994). Orthogonal curvilinear coordinates are
used in the horizontal. A spline expansion can be used
for vertical discretization which provides for an im-
proved representation of the baroclinic pressure gradient
(Shchepetkin and McWilliams 2003), vertical advection
and vertical diffusion of momentum and tracers. ROMS
has been designed from the ground up to run efficiently
in both distributed (MPI) and shared (OpenMP) mem-
ory parallel computing environments, thus enabling
computationally intensive dynamical downscaling
experiments to be conducted.

2.2 The ice model component

Large portions of the Barents Sea are ice-covered for
much of the year. Thus, it is important to include the
effects of ice drift, melting and freezing upon the ocean
fields. To accomplish this, a dynamic-thermodynamic
sea ice module has been developed and coupled to the
ocean model. The ice dynamics are based upon an
elastic-viscous-plastic (EVP) rheology after Hunke and
Dukowicz (1997) and Hunke (2001). The EVP scheme is
based on a time-splitting approach whereby short elastic
time steps are used to regularize the solution when the
ice exhibits nearly rigid behaviour. Because the time
discretization uses explicit time-stepping, the ice
dynamics are readily parallelizable and thus computa-
tionally efficient. Employing linearization of viscosities
about ice velocities at every elastic (short) time step, as
recommended by Hunke (2001), has the desirable
property of maintaining the ice internal stress state on or
in the plastic yield curve. That is, the ice deforms as a
plastic material unless it is in a rigid state. Another

desirable property of the Hunke (2001) linearization is
that the EVP ice dynamics are found to provide a good
transient response to rapidly varying winds as well as to
inertial and tidal dynamics, particularly in the marginal
ice zone.

The ice thermodynamics are based on those of Mellor
and Kantha (1989) and Hikkinen and Mellor (1992).
Two ice layers and a single snow layer are used in
solving the heat conduction equation. The snow layer
possesses no heat content, but is, in effect, an insulating
layer. Surface melt ponds are included in the ice ther-
modynamics. A molecular sub-layer (Mellor et al. 1989)
separates the bottom of the ice cover from the upper
ocean. The inclusion of the molecular sub-layer was
found to produce much more realistic freezing and
melting rates than if the ice-ocean heat flux is based
purely on the ice bottom—ocean upper layer temperature
difference.

2.2.1 The large-area model

The large-area model (Fig. 2) is used to supply bound-
ary and initial conditions to the regional Barents model.
A stretched spherical coordinate grid (Bentsen et al.
1999) is used in the horizontal, with the North Pole
situated in central Asia and the South Pole situated in
the Pacific Ocean west of North America. In the Barents
Sea region, the horizontal resolution is approximately
50 km. There were 30 generalized c-coordinate (s) lev-
els, stretched to increase vertical resolution near the
surface and bottom.

A time step of 1,800 s was used for both the ocean
internal mode and ice thermodynamic time step. A ratio
of 40 was used between the ocean internal and external
mode time steps. A ratio of 60 was used between ice
thermodynamic and dynamic time steps.

No tides were included in the simulation. The vertical
mixing scheme employed was the LMD (Large et al.
1994) parameterization. The LMD scheme was used for
the large-area model because it has been found to pro-
duce good agreement with observed mixed-layer
behaviour in the deep ocean (Large and Gent 1999). The
lateral boundaries were closed with the exception that a
constant volume flux of 1 Sv was input across Bering
Strait and the same quantity was removed along the
southern boundary.

The atmospheric forcing was obtained from the
NCEP/NCAR reanalysis data (Kalnay et al. 1996).
Daily mean wind stress, and latent, sensible, downward
shortwave radiative and net longwave radiative heat
fluxes were applied as surface forcing after correcting for
differences in model and NCEP surface conditions, such
as in surface temperature and ice concentration. The flux
corrections applied were developed by Bentsen and
Drange (2000) and provide a feedback between the
model surface temperature and applied heat fluxes, thus
minimizing problems with drift in model surface tem-
peratures. Precipitation was taken from the daily mean
NCEP values. Snowfall was taken to be precipitation,



corrected for snow density, when air temperature was
less than 0°C. Evaporation was computed from the la-
tent heat flux.

River runoff was computed using the NCEP/NCAR
Reanalysis daily accumulated surface runoff values over
land that were routed to ocean discharge points using
the Total Runoff Integrated Pathways (TRIP) approach
of Oki and Sud (1998). The hydrographs were modified
for areas north of 60°N to account for permafrost
hydrology and storage in snow cover.

The model was started from rest at January 1, 1948
with the January mean temperature and salinity from the
Polar Hydrographic Climatology (Steele et al. 2001).
Initial sea ice concentration was obtained from the daily
mean NCEP/NCAR Reanalysis sea ice concentration for
January 1, 1948. Initial average ice thickness (ice volume
per unit area averaged over each grid cell) was specified
by multiplying the initial ice concentration by 2 m.

A simulation was then conducted to spin up the
model over the period 1948 to the end of 1987. The
model fields at 0000Z January 1, 1988 were then used as
initial conditions for a hindcast conducted from January
1, 1948 to the end of 2003.

Typical results from the large-area model for sea
surface temperature (SST) and ice concentration at
January 3, 1994 are shown in Figs. 3 and 4, respectively.

From the map of sea surface height from the large-
area model on the same date shown in Fig. 5, it can be
seen that even though the model resolution in the Gulf
Stream region in the western Atlantic is coarse at

Fig. 3 Typical SST field (°C)
from the large-area model, from
January 3, 1994

Cape

Hatteras

~80 km, the Gulf Stream separates from the western
boundary at the correct location—Cape Hatteras, 35°N.
The basin-scale circulation and temperature patterns are
realistic and are suitable for use in boundary forcing of
the regional model.

2.3 The Barents regional model

The regional model domain is shown in Fig. 1. The re-
gional model uses the same horizontal coordinate system
as the large-area model, but at higher spatial resolution.
The horizontal grid size varies between 7.8 and 10.5 km,
with an average of 9.3 km. In the vertical, 32 s-coordi-
nate levels are used, with enhanced resolution near the
surface and bottom.

The generic length scale (GLS) scheme (Warner et al.
2005) was used for subgrid-scale mixing of mass and
momentum, with the two-equation k-k/ model parame-
ters. The k-k/ model is a modified form of the Mellor-
Yamada 2.5 closure (Mellor and Yamada 1982). The
GLS k-kl scheme was selected for use in the Barents
regional model since it was found to produce good re-
sults in coastal applications where tidal mixing is
important (Warner and Geyer 2005).

The time step used in the simulation was 450 s for
both the ocean internal mode and the ice thermody-
namics. The ocean model is split mode explicit. The ratio
of ocean internal to external mode time step is 45. The
ratio of ice thermodynamic to dynamic time step is 60.
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Fig. 4 Typical ice
concentration field from the
large-area model, from January

3, 1994 0.9

08

0.3
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Fig. 5 Typical sea surface
height field (m) from the large-
area model, from January 3,
1994
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0.4
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Hatteras

Flather (1976) and Chapman (1985) radiation open open boundary conditions were employed for three-
boundary conditions were prescribed for barotropic dimensional velocity components and tracers. The re-
normal velocity components and the free surface, gional model was forced at the boundaries with inter-
respectively. Flow relaxation scheme (Engedahl 1995) polated 5-day mean fields from the large-area model and



with tidal velocities and free surface heights from eight
constituents of the Arctic Ocean Tidal Inverse Model
(AOTIM) by Padman and Erofeeva (2004).

Surface forcing for the regional model was the same
as that applied in the large-area model simulation, but
with the exception that the NCEP/NCAR Reanalysis
cloud cover fraction was modified to provide the same
monthly mean cloud cover climatology over the period
1983-2002 as the International Satellite Cloud Clima-
tology Project (ISCCP) cloud cover data (Schiffer and
Rossow 1985). This necessitated the modification of the
downward shortwave radiation and net longwave radi-
ation fluxes to be consistent with the new cloud data. In
the first simulations of Barents Sea ice cover, we found
excessive melting of sea ice in summer by shortwave
radiation due to the NCEP/NCAR Reanalysis cloud
cover fraction being too low by a factor of approxi-
mately 0.75. This problem was largely, but not entirely,
remedied by the use of ISCCP cloud cover data.

Initial conditions for the Barents regional model were
obtained from the archived 5-day mean large-area model
fields interpolated to January 1, 1990. The Barents
simulation was conducted for the period 1990-2002.

3 Model-data comparison

Model results are compared with data from a variety of
sources, including satellite SST and passive microwave,
hydrographic sections and time series of integral quan-
tities.

Fig. 6 Modelled versus
Pathfinder AVHRR monthly
mean SST (°C). The top row is
from March, 1993, the lower
row is from September, 1993.
The left-hand column contains
the model fields, the right-hand
panel contains the Pathfinder
AVHRR fields. The modelled
and observed fields are in good
general agreement. The
modelled March SST field is not
diffuse enough in the

3.1 Satellite SST

An indication of the spatial structure of the SST can be
obtained from SST derived from satellite Advanced
Very High Resolution Radiometer (AVHRR) by the
Pathfinder programme at the NASA Physical Ocean-
ography Distributed Active Archive Center (PODAAC).
Monthly mean, 4-km resolution, best fields from
ascending (day-time) orbits are compared with the cor-
responding model values for March and September,
1993 in Fig. 6. The PODAAC SST fields are interpo-
lated on to the model grid using nearest neighbour
interpolation.

It can be seen that, in March, the model produces a
realistic transport of warm water northward west of
Spitzbergen in the West Spitzbergen Current and that
the region encompassed by the 2° isotherm matches the
satellite SST distribution, but the model results are ~2°
too cold in the middle of the Norwegian Sea near the
left-hand (southern) boundary. The model results for
September show good agreement with the satellite SST
field.

3.1.1 Hydrographic sections

Model results were compared with the Fugloya-Bjor-
neya hydrographic section (section F, in Fig. 1). Shown
in Fig. 7 are observed and modelled-observed tempera-
tures from August/September in the years 1992-1994.
The model-data agreement in these sections are found to
be consistent with sections from other times of the year,

70N

Norwegian Sea (near 68°N,
12°E)
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Fig. 7 Observed and modelled-observed temperature (°C) from the
Fugloya-Bjerneya section for August/September, 1992-1994. The
top row is from 1992, the middle row is from 1993 and the bottom
row is from 1994. The left-hand column contains the temperatures
from CTD (conductivity—temperature—depth) profiles, the right-
hand column contains modelled-observed temperatures. Modelled
temperatures are daily mean values taken for the day in the middle
of the transect (September 3, 1992, August 26, 1993 and September
5, 1994). In the modelled-observed temperature panels, the contour
interval is 1°C. The turquoise filled contour interval contains values
between —0.5 and 0.5°C. No consistent error pattern is evident
across the 3 years, with the exception that the model surface
temperatures are too warm near Bjorneya at the northern end of
the section

as well as with the Varde North sections from various
times of the year.

Given that the modelled fields are only averaged over
a day and are compared to a (~2 day) nearly synoptic
hydrographic section, the agreement is remarkably
good. The model results show good placement of the
Polar Front along the Bjorneya (northern) slope. The
GLS mixing scheme produces mixed layers of the right
thickness during the stratified late summer conditions.
The modelled surface temperatures are too warm in the

74 73 72 71
Latitude (deg N)

immediate vicinity of Bjerneya at the northern end of
the section.

Salinity is a much more difficult property to represent
correctly, as can be seen from Fig. 8. The modelled
Atlantic Water inflow, situated roughly at 71.5-72.5°N,
is ~0.05-0.1 too low. The modelled coastal current at
the southern end of the section is too narrow, and is 0.5
too saline. The fresher, colder Arctic Surface Water
outflow jet along the slope south of Bjorngya at the
northern end of the section is missing completely in the
model results. The lower-salinity Norwegian Coastal
Current along the southern portion of the section is too
saline in the model results.

3.1.2 Section mean time series

Temperatures have been averaged across portions of
three sections in the Barents Sea: Fugleoya-Bjerneya,
Varde North and Kola, sections F, V and K, respec-
tively, in Fig. 1. The Institute of Marine Research in
Bergen, Norway, has been monitoring the Fugloya-
Bjorngya section six times per year and the Varde North
section for four times per year for 28 years. Section
mean temperatures have been computed over the depth
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Fig. 8 Observed and modelled-observed salinity from the Fugloya-
Bjorngya section for August/September, 1992-1994. The top row is
from 1992, the middle row is from 1993 and the bottom row is from
1994. The left-hand column contains the salinity from CTD
(conductivity—temperature—depth) profiles, the right-hand column
contains modelled-observed salinity. Modelled salinities are daily
mean values taken for the day in the middle of the transect
(September 3, 1992, August 26, 1993 and September 5, 1994). In the
modelled-observed salinity panels, the contour interval is 0.2. The
turquoise filled contour interval contains values between —0.1 and
0.1. The salinity of the Atlantic Water inflow is roughly 0.05-0.1
too low in the model results. The low salinity cores at the surface
near the northern and southern ends of the section are not captured
by the model

range of 50-200 m and between 71.5 to 73.5°N from the
Fugleya-Bjerneya section and between 72.25 to 74.25°N
from the Varde North section. Shown in Figs. 9 and 10
are monthly mean-modelled temperatures and averaged
temperatures from the Fugleya-Bjerneya and Varde
North hydrographic sections, respectively. A constant
value of 0.5°C was subtracted from the modelled Varde
North temperatures to remove the bias of +0.48°C and
simplify the comparison with the observations. The re-
sults from both sections show the model is in generally

74 73 72 71
Latitude (deg N)

good agreement with the observed seasonal and inter-
annual fluctuations.

Temperatures at the Kola section have been moni-
tored back to 1900 (V. Ozhigin, personal communica-
tion). The Kola section temperatures have been
averaged over the upper 200 m and along the section
between 70.5 and 72.5°N at 33.5°E. The Kola section
temperature time series has been shown to be related to
cod stock recruitment and is a useful indicator of
climatic variability in the Barents Sea (Dippner and
Ottersen 2001). Thus, the Kola section temperature
series is a good validation data set for comparison with
model results. Shown in Fig. 11 is a comparison of
modelled and observed values of monthly mean Kola
section temperatures for the period 1990-2002. A con-
stant value of 0.6°C has been subtracted from the dis-
played model temperatures to account for the bias of
+0.63° in the model results relative to the observations
over the period 19912002 (ignoring the first year as
spin-up).

It can be seen that the model results track the sea-
sonal and inter-annual variations in the Kola section
temperatures very well.



Fig. 9 Modelled monthly mean
(red) and observed (blue) time
series of the mean Fugloya-
Bjorneya section temperatures.
Averages are computed over a
depth range of 50-200 m, and
from 71.5-73.5°N

Fig. 10 Modelled monthly
mean (red) and observed (blue)
time series of the mean Varde N
section temperatures. Averages
are computed over a depth
range of 50-200 m, and from
72.25-74.25°. Note that the
model values shown have been
reduced by a constant 0.5°C
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The overall error statistics are provided in Table 1. section than at Varde North is attributable to the 0-
There is negligible bias in the modelled Fugleya-Bjer- 200 m depth range at Kola relative to the 50-200 m
noya results, but the bias in the Varde North and Kola range at Varde North used in constructing the averages.
results are appreciable. The higher bias at the Kola While the root-mean-square of the error after removal of



Fig. 11 Modelled (red) and 6 T
observed (blue) monthly mean
time series of the mean Kola
section temperatures. Averages
are computed over a depth
range of 50-200 m, and from
70.5-72.5°N Note that the
model values shown have been 5
reduced by a constant 0.6°C
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Table 1 Mean error (bias) and root-mean-square error with the
bias removed for the Fugloya-Bjerneya, Varde North and Kola
section mean temperatures based on the period 1991-2002

Section Mean RMSE, (°C)
error (°C) bias removed

Fugloya-Bjornoya 0.00 0.26

Varde North 0.48 0.23

Kola 0.63 0.26

the bias (denoted RMSE,) is comparable in the three
sections, the bias error at the Varde North and Kola
sections is over twice the RMSE,, and accounts for over
80% of the total mean-square error. As will be shown
later, the cause of this positive bias error is likely the
excessive inflow of Atlantic Water in the model results.

3.1.3 Barents inflow

The inflow of warmer Atlantic Water through the wes-
tern entrance of the Barents Sea plays an important role
in determining the temperature and ice distribution in
the Barents (Adlandsvik and Loeng 1991; Loeng et al.
1997). Shown in Fig. 12 is the net inflow volume flux
across the Fugloya-Bjorneya section. It can be seen that
the seasonal variability is an order of magnitude higher
than the inter-annual variability.

Over the period 1991-2002, the mean net volume flux
of inflow to the Barents across the Fugloya-Bjerneya
section is computed to be 3.2 Sv (1 Sv=10°m?s™").

1
1994

1996 1998 2000 2002 2004

Across the full Barents entrance between northern
Norway and the southern tip of Spitzbergen, the net
inflow over the period 1991-2002 is computed to be
3.6 Sv in this study. Maslowski et al. (2004) computed a
value of 3.3 Sv net inflow across the same section in their
study. From fixed current meter mooring arrays, Ing-
valdsen et al. (2004b) estimated net Atlantic Water in-
flow to the Barents through the Fugleoya-Bjerneya
section to be 1.5 Sv, averaged over the period August I,
1997 through July 31, 2001. If Atlantic Water is taken to
be water warmer than 3°C with salinity greater than
34.9, then on the same section, over the same period, a
value of 2.5 Sv is obtained in this modelling study. The
advective heat flux computed from current meter
mooring temperature and currents for the same period is
35.4 TW, whereas the heat flux computed from model
results using the same ‘sampling’ scheme as the obser-
vations is 80.4 TW.

Since the modelled temperatures at the Barents
Opening (Fugleya-Bjerngya) are unbiased, the excessive
modelled heat flux must be due to too high inflow
velocities. It is possible that the NCEP/NCAR Reanal-
ysis daily mean wind stresses are too high. Renfrew et al.
(2002) have noted that the roughness length formula
employed in the computation of surface momentum flux
in the NCEP reanalysis project is inappropriate for
moderate to high wind speeds and that errors can be
substantial in regions with large air-sea temperature
differences and high wind speeds (such as the western
Barents Sea and the Norwegian Sea). Such a formula-
tion could produce an over-estimate of wind stress
during storm events, precisely the conditions favourable



Fig. 12 Monthly (thin line) and
annual (thick line) mean time
series of the computed net
inflow across the Fugloya-
Bjerngya section. The seasonal
variability of the volume
transport is an order of
magnitude larger than the inter-
annual variability

Fig. 13 Modelled versus
Special Sensor Microwave/
Imager (SSM/I) daily mean ice
concentrations. The top row is
from March 20, 1993, the lower
row is from September 20, 1993.
The left-hand column contains
the model fields, the right-hand
panel contains the SSM/I fields.
The March modelled ice edge
locations in the northern and
southern Barents are in good
agreement with observations,
but show too much ice in the
Greenland Sea and too little
north and east of Spitzbergen.
The September model results
show an ice edge displaced to
the north of the observed ice
edge
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to Barents inflow (R. Ingvaldsen, personal communica-
tion). This hypothesis is currently being tested through
sensitivity analyses with a variety of atmospheric forcing
fields.

3.1.4 Satellite ice concentration

Sea ice concentration in the Barents Sea can exhibit
considerable variation both seasonally and inter-annu-
ally (Gloersen et al. 1992). Typical ice concentration
distributions from the maximum and minimum ice ex-
tent periods during the year are shown in Fig. 13. Given
that the fields shown are daily mean values and, thus,
effectively snap shots of ice distributions, the agreement
between model fields and observations is remarkably
good. The SSM/I (Special Sensor Microwave/Imager)
data has a spatial resolution of 25 km, whereas the
model resolution is ~9 km. The satellite values are lin-
early interpolated on to the model grid and will appear
somewhat smoother than the modelled values. The
locations of the March modelled ice edges in the
northern Barents (76°N) and in the south-eastern Ba-
rents (69°N) are in good agreement with observations.
The model results show too much ice in the Greenland
Sea and too little ice north of Spitzbergen along 82—
85°N, between 20-50°E. The September model results
are in good general agreement with the observations, but
show too much ice-melt. The modelled ice edge is too far
to the north.

To obtain an integral estimate of model performance,
the monthly mean total areal ice cover has been tabu-

Fig. 14 Monthly mean
modelled (red) and SSM/I (blue) 35 T

lated from model results and from SSM/I satellite data.
Figure 14 shows that the model results successfully track
the seasonal and inter-annual variability, but that there
is a systematic under-estimation of summer ice cover,
consistent with the September results shown in Fig. 13.
The modelled under-estimate of ice concentration in
summer is likely attributable to excessive shortwave
radiation.

It was argued previously that the positive bias in
modelled temperatures ‘downstream’ of the Barents
Opening is likely due to excessive inflow of Atlantic
Water. If that is the case, one should expect to see a
negative bias in the ice cover in the central Barents Sea.
This condition is confirmed in Fig. 15. The model results
show a nearly constant offset of —1x10° km? from the
observations in the 12-month running mean. While there
is a clear bias in the annual mean, the model results
closely match the observed inter-annual fluctuations and
perturbations.

4 Ice-ocean interaction

Ice freezing and melting processes have the potential to
modify water mass characteristics through brine rejec-
tion and subsequent intermediate and deep water for-
mation during the freezing process and through
freshening of surface layers during the melting process.
The total ice formation in meters of ice produced during
the year 1993 as estimated from the model results is
shown in Fig. 16. The ice production is highest along
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area in the model domain
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Fig. 15 Monthly mean x 10°
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time series of the ice-covered
area in the region from 71°N to
82°N and 25°E to 45°E. The 35k i
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Fig. 16 Distribution of total ice
production (m) for the year
1993 as estimated from the
model results. The most efficient
ice-production areas are over
banks and in shallow near-
shore zones




Fig. 17 Distribution of total ice
melt (m) for the year 1993 as
estimated from the model
results. The grey diamond marks
the location of the ice-melt time
series of Fig. 18. Most ice-melt
takes place along the northern
Barents ice-edge in summer and
along narrow lines in rapid
melting events
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Fig. 19 Daily mean simulated salinity (fop panel) and temperature
(bottom panel) for March 31, 1993 at the Spitzbergen Bank section
(section S in Fig. 1). Ice formation produces high-salinity brines
over the shallow bank. The brines drain down both sides of the
bank, the brines from the north slope accumulate in Storfjord
Trough

coastal polynyas in the Kara Sea and polynyas situated
around the islands of the northern Barents. Broad areas
of ice production exist in the Kara Sea, over the banks of
the northern half of the Barents Sea and in the White
and Pechora Seas along the south coast of the model
domain.

The distribution of total ice-melt for 1993, shown in
Fig. 17, is very different from that of ice formation.
While most ice-melting occurs in a region encompassing
the summer ice edge in the northern Barents, discon-
tinuous lines of high total ice-melt are distributed
throughout the portion of the model domain which
encounters ice cover. A sample time series of ice-melt
rates at one location situation on a high ice-melt line is
shown in Fig. 18. The melting is concentrated in a 5—
8 day period in early June, with no other appreciable
melt activity occurring over the rest of the year. The
rapid melting event corresponds to the transport of the
ice edge into surface waters previously warmed by
shortwave radiation. The melting occurs largely through
lateral ablation.
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As can be seen from Fig. 16, the Spitzbergen Bank
(section S in Fig. 1) is a zone of significant ice produc-
tion. When ice forms, brines are ejected. These brines
enhance the surface salinity and increase the density of
the surface water which then sinks to form a dense,
saline layer at the bottom. The drainage of brine-en-
riched waters down the slopes of the Spitzbergen Bank is
shown in Fig. 19. Plumes of brine-enhanced salinity can
be seen draining down both sides of the bank. The
plume on the north (left) side of the bank forms a thin
bottom layer in the Storfjord Trough. The brine drain-
age on the south (right) side of the bank is more diffuse,
due to the stronger tidal mixing on the south side. Over
the shallowest portion of the bank, the water column is
vertically homogeneous, with the temperature at the
freezing point. The warm core over the northern portion
of the Storfjord Trough (far left of figure) is due to an
intrusion from the West Spitzbergen Current.

Another high ice-production region is situated west
of Novaya Zemlya along section N in Fig. 1. Shown in
Fig. 20 are the simulated daily mean temperature and
salinity from that section for February 28, 1994. A col-
umn of brine-enriched water is situated over the shal-
lowest portion of the bank. Other, weaker brine-
enhanced columns exist in deeper waters in the western
(left-hand) portion of the section. The weaker columns
in deeper water are attributable to the hydrostatic
property of ROMS: convection is represented as a ver-
tical mixing process. Thus, there is likely to be more
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Fig. 20 Daily mean simulated salinity (fop panel) and temperature
(bottom panel) for February 28, 1994 at the West Novaya Zemlya
section (section N in Fig. 1). Intense brine formation occurs over
the bank at 54-56°E. Along the bank slope (53°E is the last vestige
of the Atlantic Water inflow in a northward-flowing jet
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dilution of brines within ROMS in deeper waters than
occurs in nature where brines can sink to the bottom
with much less entrainment of surrounding water mas-
ses. Along the western slope of the main bank at the
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centre of the section the last vestige of Atlantic Water
inflow appears as the warmer, less saline core of a
northward-flowing along-slope jet.

An integrated annual estimate of salt production
from brine rejection in the freezing process provides a
good indication of the year-to-year variation in water
mass formation and modification. Dramatic variations
in salt production in the north-central Barents can be
seen in the time series of Fig. 21. With the exception of
1996, there is a clear correspondence between years of
high salt release and low Barents inflow. This is consis-
tent with lower ice production during years of higher
inflow of warmer Atlantic Water.

5 Concluding remarks

The main goals of this study are to assess model per-
formance in the light of available observations and
determine the model’s utility for dynamical downscaling
applications. The agreement between simulated and
observed temperatures is, in general, excellent. The
notable exceptions are the bias in simulated tempera-
tures at the Varde North and Kola sections. The likely
cause of this bias error is excessive inflow of warm
Atlantic Water at the Barents western entrance.

The agreement between modelled and observed
salinities is not as close as with temperature, particularly
at the Fugleoya-Bjerneya section. There, the model
produces a weaker, more saline coastal current. This
error is largely attributable to the relatively low salinity
Norwegian Coastal Current not being adequately spa-
tially resolved at the southern open boundary with
forcing from the 50 km resolution Large Area model.
The more saline, less stratified model results near Bjor-
neya may be caused by the simulated ice edge lying a few
kilometres too far to the north.

The agreement between total simulated and observed
sea ice cover during 10 months of the year is excellent.
During summer, however, the model results show
excessive melting of sea ice occurring in the northern
Barents. While it was found that, as noted by Serreze
et al. (1998), NCEP/NCAR Reanalysis cloud fraction is
too low and that ISCCP cloud cover data is more real-
istic at high latitudes, it is clear from the Makshtas and
Korsnes (2001) study that the ISCCP cloud fraction in
the northern Barents marginal ice zone in summer is still
too low. An improved parameterization for the effect of
low cloud/fog over the Barents summer marginal ice
zone on the radiation budget is required if the summer
ice melting is to be reduced. The model results under-
estimate the ice cover in the central Barents region with
a nearly constant offset. The negative bias is consistent
with too much inflow of Atlantic Water into the Barents.
The modelled ice cover in the central Barents does,
however, closely follow the observed inter-annual fluc-
tuations.

The computed net inflow volume flux across the Ba-
rents Opening is within 10% of that of the Maslowski
et al. (2004) study, in which very different forcing fields
were used. However, the computed Atlantic Water net
inflow in this study is 1.67 times that estimated by Ing-
valdsen et al. (2004b) from current meter moorings. This
discrepancy could be largely attributable to uncertainty
in the wind forcing fields in the western Barents/eastern
Norwegian Sea. The sensitivity of the modelled Barents
inflow to different forcing data sets is being examined in
a study currently being conducted.

The coupled model can be used to examine the role of
ice freezing and melting processes in water mass for-
mation and modification. The spatial distribution of ice
freezing and melting zones is quite different with freezing
taking place largely over banks and in shallow regions
and melting occurring in the summer marginal ice zone
and at the ice edge. Lateral ablation at the ice edge is
very episodic over 5-8 day period and along discontin-
uous lines. Brines released during the freezing process
are found to drain from the banks in plumes, forming a
brine-enhanced high-salinity layer in troughs and
depressions. The salt released during freezing exhibits
considerable inter-annual variability and tends to follow
the opposite trend to the net inflow volume flux at the
Barents western entrance.

Overall, the coupled model produces realistic sea-
sonal and inter-annual ice-ocean variability. The dis-
crepancies with observations can largely be accounted
for by uncertainties in the prescribed forcing fields.
Thus, the model is demonstrated to be a viable tool for
ocean climate dynamical downscaling purposes.
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